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Abstract

We construct a sequential test for the sign of the drift of a fractional Brownian motion. We work in the Bayesian setting and assume the drift has a prior normal distribution. The problem reduces to an optimal stopping problem for a standard Brownian motion, obtained by a transformation of the observable process. The solution is described as the first exit time from some set, whose boundaries satisfy certain integral equations, which are solved numerically.

1 Introduction

Suppose one observes a fractional Brownian motion process (fBm) with linear drift and unknown drift coefficient. We are interested in sequentially testing the hypotheses that the drift coefficient is positive or negative. We consider a Bayesian setting where the drift coefficient has a prior normal distribution, and we use an optimality criteria of a test which consists of a linear penalty for the duration of observation and a penalty for a wrong decision proportional to the true value of the drift coefficient. The main result of this paper describes the structure of the exact optimal test in this problem, i.e. specifies a time to stop observation and a rule to choose between the two hypotheses.

The main novelty of our work compared to the large body of literature related to sequential tests (for an overview of the field, see e.g. [10, 20]) is that we work with fBm. To the best of our knowledge, this is the first non-asymptotic solution of a continuous-time sequential testing problem for this process. It is well-known
that a fBm is not a Markov process, neither a semimartingale except the particular case when it is a standard Brownian motion (standard Bm). As a consequence, many standard tools of stochastic calculus and stochastic control (Itô’s formula, the HJB equation, etc.) cannot be directly applied in models based on fBm. Fortunately, in the problem we consider it turns out to be possible to change the original problem for fBm so that it becomes tractable. One of the key steps is a general transformation outlined in the note [13], which allows to reduce sequential testing problems for fBm to problems for diffusion processes.

In the literature, the result which is most closely related to ours is the sequential test proposed by H. Chernoff [3], which has exactly the same setting and uses the same optimality criterion, but considers only standard Bm. For a prior normal distribution of the drift coefficient, Chernoff and Breakwell [1, 4] found asymptotically optimal sequential tests when the variance of the drift goes to zero or infinity.

Let us mention two other recent results in the sequential analysis of fBm, related to estimation of its drift coefficient. Çetin, Novikov, and Shiryaev [2] considered a sequential estimation problem assuming a normal prior distribution of the drift with a quadratic or a δ-function penalty for a wrong estimate and a linear penalty for observation time. They proved that in their setting the optimal stopping time is non-random. Gapeev and Stoev [8] studied sequential testing and changepoint detection problems for Gaussian processes, including fBm. They showed how those problems can be reduced to optimal stopping problems and found asymptotics of optimal stopping boundaries. There are many more results related to fixed-sample (i.e. non-sequential) statistical analysis of fBm. See, for example, Part II of the recent monograph [19], which discusses statistical methods for fBm in details.

The remaining part of our paper is organized as follows. Section 2 formulates the problem. Section 3 describes a transformation of the original problem to an optimal stopping problem for a standard Bm and introduces auxiliary processes which are needed to construct the optimal sequential test. The main result of the paper – the theorem which describes the structure of the optimal sequential test – is presented in Section 4, together with a numerical solution.

2 Decision rules and their optimality

Recall that the fBm \( B^H_t, \ t \geq 0, \) with Hurst parameter \( H \in (0, 1) \) is a zero-mean Gaussian process with the covariance function

\[
\text{cov}(B^H_t, B^H_s) = \frac{1}{2}(s^{2H} + t^{2H} - |t - s|^{2H}), \quad t, s \geq 0.
\]

In the particular case \( H = 1/2 \) this process is a standard Brownian motion (standard Bm) and has independent increments; its increments are positively correlated in the case \( H > 1/2 \) and negatively correlated in the case \( H < 1/2 \).

Suppose one observes the stochastic process
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where $H \in (0, 1)$ is known, and $\theta$ is a random variable independent of $B^H_t$ and having a normal distribution with known mean $\mu \in \mathbb{R}$ and known variance $\sigma^2 > 0$.

It is assumed that neither the value of $\theta$, nor the value of $B^H_t$ can be observed directly, but the observer wants to determine whether the value of $\theta$ is positive or negative based on the information conveyed by the combined process $Z_t$. We will look for a sequential test for the hypothesis $\theta > 0$ versus the alternative $\theta \leq 0$. By a sequential test we call a pair $\delta = (\tau, d)$, which consists of a stopping time $\tau$ of the filtration $\mathcal{F}_Z^\tau$, generated by $Z$, and an $\mathcal{F}_Z^\tau$-measurable function $d$ assuming values $\pm 1$. The stopping time is the moment of time when observation is terminated and a decision about the hypotheses is made; the value of $d$ shows which of them is accepted.

We will use the criterion of optimality of a decision rule consisting in minimizing the linear penalty for observation time and the penalty for a wrong decision proportional to the absolute value of $\theta$. Namely, with each decision rule $\delta$ we associate the risk

$$R(\delta) = E(\tau + |\theta| I(d \neq sgn(\theta))).$$

The problem consists in finding $\delta^*$ that minimizes $R(\delta)$ over all decision rules.

This problem was proposed by H. Chernoff in [3] for standard Bm, and we refer the reader to that paper for a rationale for this setting. The subsequent papers [1, 4, 5] include results about the asymptotics of the optimal test and other its properties, including a comparison with Wald’s sequential probability ratio test. Our paper [21] contains a result which allows to find the exact (non-asymptotic) optimal test by a relatively simple numerical procedure.

3 Reduction to an optimal stopping problem

From the relation $|\theta| I(d \neq sgn(\theta)) = \theta^+ I(d = -1) + \theta^- I(d = 1)$, where $\theta^+ = \max(\theta, 0)$, $\theta^- = -\min(\theta, 0)$, and from that $d$ is $\mathcal{F}_Z^\tau$-measurable, one can see that the optimal decision rule should be looked for among rules $(\tau, d)$ with $d = \min(E(\theta^- | \mathcal{F}_Z^\tau), E(\theta^+ | \mathcal{F}_Z^\tau))$. Hence, it will be enough to solve the optimal stopping problem which consists in finding a stopping time $\tau^*$ such that $R(\tau^*) = \inf_{\tau} R(\tau)$, where

$$R(\tau) = E(\tau + \min(E(\theta^- | \mathcal{F}_Z^\tau), E(\theta^+ | \mathcal{F}_Z^\tau)))$$

(for brevity, we’ll use the same notation $R$ for the functional associated with a decision rule, and the functional associated with a stopping time).

We will transform the expression inside the expectation in $R(\tau)$ to the value of some process, constructed from a standard Bm. Introduce the process $X_t, t \geq 0$, by
\[ X_t = C_H \int_0^t K_H(t,s) dZ_s \]

with the integration kernel \( K_H(t,s) = (t-s)^{1/2-\frac{H}{2}} \, \text{B} \left( \frac{3}{2} - H, \frac{\gamma}{2} - H, \frac{3}{2} - H, \frac{\gamma}{2} - H \right) \), where \( \text{B} \) is the Gauss (ordinary) hypergeometric function, and the constant \( C_H = \Gamma(\frac{2}{2-H})(\Gamma(\frac{1}{2}+H))^2 \). As usual, \( \Gamma \) denotes the gamma function.

As follows from [9] (see also earlier results [14, 12]), \( B_t = C_H \int_0^t K_H(t,s) dB_s^H \) is a standard \( Bm \), and by straightforward computation we obtain the representation

\[ dX_t = B_t + \theta L_H t^{1/2-H} dt, \]

and the filtrations of the processes \( Z_t \) and \( X_t \) coincide. The constant \( L_H \) in the above formula is defined by

\[ L_H = (2H(\frac{3}{2} - H)B(\frac{1}{2} + H, 2 - 2H))^{-\frac{1}{2}}, \]

where \( B \) is the beta function.

Now one can find that the conditional distribution Law(\( \theta \mid \mathcal{F}_\tau^X \)) is normal and transform the expression for the risk to

\[ R(\tau) = E \left( \tau - \frac{1}{2} Y_\tau \right) + \text{const}, \]

where \( \text{const} \) denotes some constant (depending on \( \mu, \sigma, H \)), the value of which is not essential for what follows, and \( Y_t, t \geq 0 \), is the process satisfying the SDE

\[ dY_t = t^{1/2-H} \left( (\sigma L_H)^{-2} + t^{2-2H} / (2-2H) \right) dB_t, \quad Y_0 = \mu L_H, \]

where \( \tilde{B} \) is another standard \( Bm \), the innovation Brownian motion (see e.g. Chapter 7.4 in [11]). For brevity, denote \( \gamma = (2-2H)^{-1} \). Then under the following monoton change of time

\[ t(r) = \left( \frac{(2-2H)r}{(\sigma L_H)^{-2}(1-r)} \right)^\gamma, \quad r \in [0,1), \]

where \( t \) runs through the half-interval \( [0,\infty) \) when \( r \) runs through \( [0,1) \), the process

\[ W_r = (\sigma L_H)^{-1} Y_{t(r)} - \mu \sigma^{-1} \]

is a standard \( Bm \) in \( r \in [0,1) \), and the filtrations \( \mathcal{F}_r^W \) and \( \mathcal{F}_{t(r)}^X \) coincide. Denote

\[ M_{\sigma,H} = \frac{2}{\sigma} \left( \frac{2-2H}{\sigma^2 L_H^2} \right)^\gamma. \]

Then the optimal stopping problem for \( X \) in \( t \)-time is equivalent to the following optimal stopping problem for \( W \) in \( r \)-time:

\[ V = \inf_{\rho < 1} E \left( M_{\sigma,H} \left( \frac{\rho}{1-\rho} \right)^\gamma - \left| W_\rho + \frac{\mu}{\sigma} \right| \right). \quad (1) \]
Namely, if $\rho^*$ is the optimal stopping time for $V$, then the optimal decision rule $\delta^* = (\tau^*, d^*)$ is given by
\[
\tau^* = \tau(\rho^*), \quad d^* = I(a_{\tau^*} > 0) - I(a_{\tau^*} \leq 0).
\]

4 The main results

In this section we formulate a theorem about the solution of problem (1), which gives an optimal sequential test through transformation (2). Throughout we will assume that $\sigma$ and $H$ are fixed and will denote the function
\[
f(t) = M_{\sigma, H} \left( \frac{t}{1-t} \right)^\gamma.
\]

It is well-known that under general conditions the solution of an optimal stopping problem for a Markov process can be represented as the first time when the process enters a certain set (a stopping set). Namely, let us first rewrite our problem in the Markov setting by allowing the process $W_t$ to start from any point $(t, x) \in [0, 1) \times \mathbb{R}$:
\[
V(t, x) = \inf_{s \geq 0} \mathbb{E}(f(t + s) - |W_{t + s} + x|) - f(t).
\]

For example, for the quantity $V$ from (1) we have $V = V(0, \frac{H}{\sigma})$. We subtract $f(t)$ in the definition of $V(t, x)$ to make the function $V(t, x)$ bounded. For $t = 1$ we define $V(1, x) = -|x|$.

The following theorem describes the structure of the optimal stopping time in problem (3). In its statement, we set
\[
t_0 = t_0(H) := \max \left( 0, \frac{1 - 2H}{4(1 - H)} \right).
\]

Obviously, $t_0 > 0$ for $H < \frac{1}{2}$ and $t_0 = 0$ for $H \geq \frac{1}{2}$.

**Theorem 1.** 1) There exists a function $A(t)$ defined on $(t_0, 1]$, which is continuous, strictly decreasing, and strictly positive for $t < 1$ with $A(1) = 0$, such that for any $t \in (t_0, 1]$ and $x \in \mathbb{R}$ the optimal stopping time in the problem (3) is given by
\[
\rho^*(t, x) = \inf \{ s \geq 0 : |W_{t + s} + x| \geq A(t + s) \}.
\]

Moreover, for any $t \in (t_0, 1]$ the function $A(t)$ satisfies the inequality
\[
A(t) \leq \frac{(1 - t)^\gamma}{2M_{\sigma, H} t^{1-\gamma}}.
\]

2) The function $A(t)$ is the unique function which is continuous, non-negative, satisfies (4), and solves the integral equation
\[
A(t) = \int_{t_0}^t A(s) ds.
\]
with the functions \( G(t,x) = \mathbb{E}[\zeta \sqrt{T-t+x} - x] \) and \( F(t,x,s,y) = f'(s) \mathbb{P}(|\zeta \sqrt{s-t} + x| \leq y) \) for a standard normal random variable \( \zeta \).

Regarding the statement of this theorem, first note that for \( H < \frac{1}{2} \), the stopping boundary \( A(t) \) is described only for \( t > t_0 > 0 \). The main reason is that the method of proof we use to show that \( A(t) \) is continuous and satisfies the integral equation requires it to be of bounded variation (at least, locally). In particular, this is a sufficient condition for applicability of the Itô formula with local time on curves [16], which is used in the proof. In the case \( H \geq \frac{1}{2} \) and for \( t \geq t_0 \) in the case \( H < \frac{1}{2} \) by a direct probabilistic argument we can prove that \( A(t) \) is monotone and therefore has bounded variation; this argument however doesn’t work for \( t < t_0 \) in the case \( H < \frac{1}{2} \), and, as a formal numerical solution shows, the boundary \( A(t) \) seems to be indeed not monotone in that case. Of course, the assumption of bounded variation can be relaxed while the Itô formula can still be applicable (see e.g. [16, 6, 7]), however verification of weaker sufficient conditions is problematic. Although the general scheme to obtain integral equations of type (5) and prove uniqueness of their solutions has been discovered quite a while ago (the first full result was obtained by Peskir for the optimal stopping problem for American options, see [17]), and has been used many times in the literature for various optimal stopping problems (a large number of examples can be found in [18]), we are unaware of any of its applications in the case when stopping boundaries are not monotone and/or cannot be transformed to monotone ones by space and/or time change. Nevertheless, a formal numerical solution of the integral equation produces stopping boundaries which “look smooth”, but we admit that a rigor proof of this fact in the above-mentioned cases remains an open question.

Note also, that in the case \( H \geq \frac{1}{2} \) the space-time transformation we apply to pass from the optimal stopping problem for the process \( a(t) \) to the problem for \( W \), is essential from this point of view, because the boundaries in the problem for \( a(t) \) are not monotone. Moreover, they are not monotone even in the case \( H = \frac{1}{2} \), when \( a(t) \) is obtained by simply shifting \( X_t \) in time and space, see [3, 21].

The second remark we would like to make is that in the case \( H > \frac{1}{2} \) we do not know whether \( A(0) \) is finite. In the case \( H = \frac{1}{2} \) the finiteness of \( A(0) \) follows from inequality (4), which is proved by a direct argument based on comparison with a simpler optimal stopping problem (one can see that it extends to \( t = 0 \)). It seems that a deeper analysis may be required for the case \( H > \frac{1}{2} \), which is beyond this paper.

Figure 1 shows the stopping boundary \( A(t) \) for different values \( H \) computed by solving equation (5) numerically. A description of the numerical method, based on “backward induction”, can be found, for example, in [15].
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Fig. 1 The stopping boundary $A(t)$ for different values of $H$ and $\sigma = 1.$
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