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Abstract  Richtmyer-Meshkov Instability (RMI) is an instability that develops at the interface between fluids of contrasting densities when impacted by a shock wave. Its applications include inertial confinement fusion, supernovae explosions, and the evolution of blast waves. We systematically study the effect of the adiabatic index of the fluids on the dynamics of strong-shock driven flows, particularly the amount of shock energy available for interfacial mixing. Only limited information is currently available about the dynamic properties of matter at these extreme regimes. Smooth Particle Hydrodynamics simulations are employed to ensure accurate shock capturing and interface tracking. A range of adiabatic indexes is considered, approaching limits which, to the best of the author's knowledge, have never been considered before. We analyse the effect of the adiabatic indexes on the interface speed and growth-rate immediately after the shock passage. The simulation results are compared, wherever possible, with rigorous theories and with experiments, achieving good quantitative and qualitative agreement. We find that the more challenging cases for simulations arise where the adiabatic indexes are further apart, and that the initial growth rate is a non-monotone function of the initial perturbation amplitude, which holds across all adiabatic indexes of the fluids considered. The applications of these findings on experiment design are discussed.

1 Introduction

Richtmyer-Meshkov instability (RMI) is a phenomenon in fluid mechanics that describes the evolution of an interface between two fluids of distinct acoustic impedance and distinct densities when a shock wave impacts the interface. The flow evolution is shown in Figure 1, where the light (red) fluid travels with velocity to-
wards the interface (light green) and heavy fluid (blue) and the Richtmyer-Meshkov instability develops as the interface between the two fluids changes shape and size over time. ([Richtmyer, 1960]; [Meshkov, 1969]). If the interface between the fluids is given an initial perturbation $a_0$, (seen on the right in Figure 1) the interface amplitude increases in size with growth-rate $v_0$ as the wave travels and evolves into a large-scale coherent structure of bubbles and spikes (bottom right of Figure 1) ([Abarzhi, 2010]; [Abarzhi, 2008]).

1.1 Motivation

Richtmyer-Meshkov instability (RMI) appears in a variety of processes in high energy density plasmas, controlling fluid transformation under strong impact, governing the formation of hot spots in inertial confinement fusion, determining energy transport in core-collapse supernova, and strongly influences the evolution of blast waves and explosions ([Meshkov, 1969]; [Richtmyer, 1960]). RMI forms in situations characterized by strong impact shocks, sharply and quickly changing flow fields, and by small effects of dissipation and diffusion, often producing small scale structures ([Abarzhi, 2010]). Interaction of a shock wave with a density discontinuity such as in the situation in this work may result in the development of RMI and in extensive interfacial mixing ([Meshkov, 1969]; [Richtmyer, 1960]). Since RMI plays such a large role in these applications, the ability to understand and control this instability is very important.

To the best of the author’s knowledge, previous numerical simulations investigating the dynamics of RMI flows have only contained ideal monotonic gases. This study aims to investigate RMI flows for gases with more than one atom per molecule, e.g. diatomic or triatomic gases such as $O_2$ or $H_2O$. This is significant for investigation, as it will enable RMI studies to have a wider field of application as it will be able to more accurately model situations with high-speed non-monatomic gases, and aid in control of the instability through the initial parameter set-up. The applications include rocket thrust flow (such as those in scramjets), inertial confinement fusion, and explosion blast waves ([Drake, 2009]; [Bodner et al., 1998]; [Zel’dovich, 1967]).

1.2 Approach

Sometimes, in applications such as inertial confinement fusion, the effects of the Richtmyer-Meshkov instability are undesirable, and it is necessary to control the instability’s evolution ([Lindl et al., 2004]). Some methods of achieving this include suppressing RMI completely, or controlling it through adjusting the initial parameters of the system ([Anisimov et al., 2013]; [Abarzhi, 2010]; [Demskoǐ et al., 2006]). In order to do this, information is required about the effect the initial parameters
have on the development of the instability. Of particular interest in controlling the
development of the instability is the amount of energy available for interfacial mixing
deposited into the interface from the shock wave. This is one of the aims of this
study.

The volume of physical experimental data of RMI produced by strong shocks is
sparse as the experiments require challenging control of flow implementation and
diagnostics. ([Motl et al., 2009]; [Orlicz et al., 2009]; [Jacobs and Krivets, 2005]).
Therefore, numerical modeling of RMI is a powerful tool to aid in designing and
building systems in which RMI is present. However, the dynamics of RMI are
complex and a numerical model should be able to manage numerous competing
requirements, such as shock capturing, interface tracking, and accurate accounting
for the dissipation processes ([Stanic et al., 2012]; [McFarland et al., 2011];
[Herrmann et al., 2008]; [Dimonte et al., 2004]).

Using a hydrodynamic approximation, we systematically study a broad spectrum
of the parameter regime and its influence on the fraction of energy available for in-
terfacial mixing in RM flow. To do this, we will obtain data on three variables of
the flow- the interface speed, the interface growth rate, and the initial curvature of
the front of the interface. These variables inform us to how much mixing of the
interface occurs, and how well the numerical simulations capture small scale struc-
tures, which the simulations must do well in order to obtain data on the interfacial
mixing. The results of each of these variables are compared with rigorous theoretical
theories, finding good quantitative and qualitative agreement.

1.3 RMI Dynamics

RMI develops when a shock impacts an interface between two fluids of differing
densities and the energy is distributed throughout the fluids ([Aleshin et al., 1990]).
This dissertation will only focus on 2 dimensional RMI case, and with the shock
propagating from the light fluid into the heavy fluid. When the shock hits an ide-
ally planar interface (without any perturbation), it splits into a reflected shock trav-
elling back through the light fluid and a transmitted shock travelling through the
heavy fluid ([Stanic et al., 2012]; [Herrmann et al., 2008]; [Demskoﬁ et al., 2006]).
The bulk of the fluid influenced by the shock impact (the bulk between the reflected
shock and the transmitted shock, including the fluid interface) all moves with the
same velocity \( v_\infty \), called the background velocity, seen in Figure 1.

The velocity \( v_\infty \) quantifies the amount of energy transferred into the fluid bulk by
the shock and is a function of the shock strength and fluid properties ([Stanic et al., 2012];
[Richtmyer, 1960]).

If the interface between the two fluids is perturbed (no longer planar), the bulk
fluid containing the interface still moves with velocity \( v_\infty \), but the interface itself
now has growth-rate \( v_0 \) due to the impulsive acceleration induced by the shock
([Meschkov, 1969]; [Richtmyer, 1960]). Arrows mark the direction of fluid motion
at the tip of the bubble (right) and spike (left). Eventually, the bubble and spike
Fig. 1 Evolution of the Richtmyer-Meshkov instability for both the planar interface and perturbed interface cases. In both cases, the interface moves at speed $v_\infty$, and the interface also grows with speed $v_0$ in the perturbed interface case, whereas it stays flat in the planar interface case.

growth decelerates, and small scale structures appear on the sides of the developing spikes ([Stanic et al., 2012]).

1.4 Parameters of the System

1.4.1 Mach Number

The Mach number, denoted $M$, is defined as the ratio of the speed of a shock to the speed of sound in the light fluid $c_l = 2.039 \times 10^3 \text{m/s}$ ([Richtmyer, 1960]). For weak shocks, $M \approx 1$, the background motion (the motion of the whole body of fluid) is subsonic relative to the light fluid, $v_\infty / c_l < 1$, where $c_l$ is the speed of sound in the light fluid. For $M \approx 3$ the ratio is $v_\infty / c_l \approx 1$. For shocks with $M \approx 5$ the background motion is supersonic, $v_\infty / c_l > 1$, and for shocks with $M > 7$, the background motion is hypersonic, $v_\infty / c_l \gg 1$ ([Stanic et al., 2013]; [Stanic et al., 2012]; [Herrmann et al., 2008]).
1.4.2 Atwood Number

The Atwood number, denoted $A$, describes the density difference between two adjacent fluids with a common interface.

$$ A = \frac{\rho_h - \rho_l}{\rho_h + \rho_l} $$  \hspace{1cm} (1.4.1)

where $\rho_h, \rho_l$ are the densities of the heavy and light fluids respectively.

1.4.3 Adiabatic Index

The adiabatic index of a substance, denoted $\gamma$, can be understood from three perspectives. From a thermodynamic point of view, the adiabatic index gives an important relation for an adiabatic process of an ideal gas:

$$ PV^\gamma = \text{constant} $$  \hspace{1cm} (1.4.2)

where $P, V, \gamma$ is the pressure, volume, and adiabatic index respectively of the fluid.

It can also be understood as the ratio of the heat capacity at constant pressure $C_p$ to the heat capacity at constant volume $C_v$,

$$ \gamma = \frac{C_p}{C_v}.$$  \hspace{1cm} (1.4.3)

From a molecular dynamics point of view, the adiabatic index can also be related to the degrees of freedom $f$ of a molecule as

$$ \gamma = 1 + \frac{2}{f}. $$  \hspace{1cm} (1.4.4)

To the best of the author’s knowledge, previous simulation analyses of the dynamics of RMI flows have been conducted with an adiabatic index of $\gamma = 5/3$, which is the value for ideal monotonic gases. Its value decreases for gases with more than one atom per molecule, e.g. for diatomic gases $\gamma = 7/5$. While $\gamma$ is known to have a strong influence on the flow dynamics, no systematic study has been undertaken on the effect of $\gamma$ on the dynamics. The gases analysed in this study are theoretical ones, where we vary the adiabatic index of the heavy and light fluids systematically instead of choosing particular gases.

1.5 Parameter Regime

The parameter regime we investigate is for the Mach and Atwood numbers, $(M, A) = (5, 0.8)$. This pair has been well documented in previous studies ([Stanic et al., 2012];...
We vary the adiabatic index of the heavy and light fluid \((\gamma_l, \gamma_h) = (1.2, 1.3, \ldots, 1.6)\). For each pair of \(\gamma_l\) and \(\gamma_h\), the amplitude of the initial perturbation of the interface between the two bulk fluids was varied from 0% to 100% of the interface wavelength, ie \(a_0/\lambda = (0, 0.1, 0.2, \ldots, 1)\) where \(a_0\) is the amplitude of the sinusoidal initial perturbation, and \(\lambda\) is the wavelength of the perturbation. This is a well studied regime, and has been documented well in the past, allowing us to compare our results with previous studies ([Dell et al., 2015]; [Stanic et al., 2012]; [Stanic et al., 2013]).

This regime contains 275 cases, and we ran a numerical simulation for each case. The average simulation takes 36 hours to run, making a total of about 10,000 hours. The simulations were run on three Windows laptop computers with i7 processors and with 8GB, 12GB, and 16GB of RAM.

2 Methods

2.1 Theoretical Approaches

In this work, we compare the results from our numerical simulations to analytical solutions. This analysis takes different forms depending on the progression of the instability. In the initial linear regime of RMI, the interface perturbation grows at a constant rate \(v_0\), which is a function of the amplitude \(a_0\) and wavelength \(\lambda\) of the initial perturbation ([Richtmyer, 1960]). In the following nonlinear regime, the interface perturbation growth-rate decreases and a large coherent structure of spikes and bubbles appears ([Abarzhi, 2010]; [Abarzhi, 2008]). The heavy fluid penetrates the light fluid in spikes as seen on the bottom right of Figure 1. As they travel, the spikes decelerate and small scale structures form on the sides of the spikes ([Stanic et al., 2012]).

2.1.1 Zeroth-order theory

An important parameter of RMI dynamics is \(v_\infty\), the magnitude of the velocity (hereafter: velocity) of the bulk, or the background motion. This value can be precisely calculated by zeroth-order theory from the conditions of the conservation of mass, momentum, and energy, and the equations of state of the fluids ([Richtmyer, 1960]). For ideal gases, it is a function of the initial shock’s Mach number, the adiabatic index of the fluids \(\gamma_{hl(l)}\), and the Atwood number, \(v_\infty = v_\infty(M, A, \gamma_{hl(l)})\), and it is useful because it quantifies the amount of energy deposited by the shock into the fluid bulk ([Stanic et al., 2012]). The analysis of the numerical simulations becomes much simpler once \(v_\infty\) is obtained and used as the characteristic time scale so that the frame of reference is moving at speed \(v_\infty\) ([Dell et al., 2015]).
2.1.2 Linear theory

Another important parameter in RMI dynamics is the initial growth-rate $v_0$ of the interface. It is a function of $M$, $A$, $\gamma_{h(l)}$, and the initial perturbation amplitude and wavelength, $v_0 = v_0(M, A, \gamma_{h(l)}, a_0, \lambda)$ ([Stanic et al., 2012]; [Nishihara et al., 2010]; [Holmes et al., 1999]). For very small amplitude ($a_0/\lambda = 10^{-2}$ or smaller), $v_0$ is precisely calculated by linear theory, and grows linearly with $a_0$, $v_0 \approx \frac{a_0}{\lambda} Mc_l$ ([Nishihara et al., 2010]; [Wouchuk, 2001]; [Richtmyer, 1960]).

For moderately small values of $a_0$, the growth rate $v_0$ becomes non-linear and has been calculated in previous studies by [Velikovich et al., 2014]; [Nishihara et al., 2010], and [Velikovich and Dimonte, 1996]. For larger values of $a_0$, the rate $v_0$ may grow with $a_0$ even slower than the linear and weakly nonlinear theory predict ([Stanic et al., 2012]; [Holmes et al., 1999]).

2.1.3 Highly nonlinear theory

In the late stages of Richtmyer-Meshkov dynamics $v_0$ has been calculated with group theory consideration ([Abarzhi, 2010]; [Abarzhi et al., 2003]; [Abarzhi, 2002]). At this late stage, the bubbles decelerate and flatten, and there is almost no fluid motion away from the interface, and extensive interfacial mixing occurs ([Stanic et al., 2013]; [Stanic et al., 2012]; [Herrmann et al., 2008]). These late-time dynamics are a complex problem, and many features require better understanding.

2.2 Smoothed Particle Hydrodynamics Simulations

Numerical modelling of RMI in these extreme conditions is a difficult task because the method should be able to accurately handle large speeds, strong shocks, and preserve small scale structures with high precision and accuracy. These small scale structures are embedded in large scale dynamics, moving at high speeds, so the order of precision required is very large ([Anisimov et al., 2013]). To model these complex dynamics we have employed the Smoothed Particle Hydrodynamics code (SPHC), which is an open-source code written in C developed by Dr. Stellingwerf and has free access to a complete set of validation test cases ([Stellingwerf, 1991]). This code has been widely used and tested on a broad variety of shock and flow problems, including RMI dynamics, the Noh problem, and with problems involving plasmas, complex materials, and multiphase flows ([Stanic et al., 2013]; [Stanic et al., 2012]; [Monaghan, 2005]; [Lucy, 1977]; [Stellingwerf, 1990]). Particularly, it has been used by NASA to investigate the Space Shuttle Columbia incident ([Stellingwerf et al., 2004]). SPHC conserves momentum, angular momentum, mass, and energy globally and locally and reflects particles on the boundaries in order to produce the correct boundary solutions, accurate to within 0.001% ([Stellingwerf, 1990]).
2.2.1 SPH Technique

SPH is a grid-free method that represents a continuous fluid with fixed-mass SPH particles, which are each represented by a mathematical basis function (or kernel) ([Stellingwerf, 1990]). In essence, SPHC keeps track of a large array of particles and for each time step, and calculates each interaction between all particles.

2.2.2 SPHC Simulation Setup

In this study, the computational setup is the standard similar to that in [Stanic et al., 2012] in order to extend the results of previous studies.

The amplitude is set at the start of every run, and when the shock hits the interface, the interface amplitude is compressed and then grows as RMI develops. We want to obtain the initial growth-rate of the interface, so we locate the first minimum of the amplitude and take \( v_0 \) to be the slope of the linear regression line from the first minimum amplitude over the next few initial data points, as seen in Figure 2. Note that \( v_0 \) is defined as the time derivative of the difference of the initial positions of the bubble and spike, which is twice the amplitude, as in [Stanic et al., 2012].
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Fig. 2 The method by which \( v_0 \) is measured. We take the gradient of the the data points where \( 0 < t < 0.8\tau \) (marked in orange). The cases displayed are for \( \gamma_l = 1.5, \gamma_h = 1.5 \).

However, an issue arises when choosing what data points to include, because the value of \( v_0 \) changes significantly depending on where the cutoff for the initial growth is defined. To solve this problem, we notice that the shape of the amplitude-time curve for early time changes depending on the value of the initial perturbation, marked in orange in Figure 2. For \( a_0/\lambda = 0.1 \) the curve is concave, for \( a_0/\lambda = (0.2, 0.3) \) the curve is linear, and for \( a_0/\lambda = (0.4, 0.5, \cdots, 1) \) the curve is convex, forming a bubble like shape. Each of these shapes have clearly defined endpoints, marked on the diagram by the first blue points: the first finishes at the inflection point (the transition from concave to convex), the second where the growth starts to become non linear, and the third finishes at the end of the convex “bubble” (and
where the second bubble begins). These endpoints for all three shapes all finish at 0.8τ, where τ = ν∞/λ, giving 0.8τ = 6.67 × 10⁻⁷. These patterns are consistent across all different values of γh(l) and a₀/λ considered, and this method produces good results, which indicates that this is a good choice.

To find ν∞, we measure the speed of the interface in the ideally planar interface case, with a₀/λ = 1 × 10⁻¹² ≈ 0 (which is the smallest perturbation the simulation software would allow). The position of the interface is taken to be the leftmost position of the interface, as in [Dell et al., 2015]. The planar interface position motion is almost perfectly linear in time, allowing very accurate calculation of ν∞ by taking the slope of the linear regression line of the interface position over time. When the interface is not planar, the growth of the interface interferes with the measurement of the speed of the bulk, making accurate measurements difficult. However, because the amplitude of the interface doesn’t affect the speed of the bulk, the values of ν∞ calculated for the planar case are taken to be the same for cases where a₀/λ ≠ 0 ([Dell et al., 2015]).

3 Results

3.1 Background Motion for Planar Interface Case

Using the SPHC simulations and the method described above, we calculated the value of ν∞ for the cases (M,A) = (5,0.8), with γh and γl ranging from 1.2, 1.3, ···, 1.6. The results of these calculations are shown in Figure 3. The shape of the curves formed for each γh value when γl ranges from 1.2 to 1.6 appears to be decreasing in a non-linear fashion, which may be approaching a value asymptotically. In order to determine the behaviour accurately, more data points are required and may need further investigation in future studies.

We compare these results to the analytical calculations produced by zero-order theory [Richtmyer, 1960], where ν∞ can be calculated precisely from zero-order theory in the planar interface case (when the initial perturbation is 0) ([Stanic et al., 2012]; [Richtmyer, 1960]). The percentage error between the simulation results and the zero-order theory is shown in Table 1.

<table>
<thead>
<tr>
<th>γh</th>
<th>γl</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.641</td>
<td>4.87</td>
<td>9.52</td>
<td>12.9</td>
<td>16.7</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>5.75</td>
<td>0.732</td>
<td>3.56</td>
<td>7.54</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>9.75</td>
<td>4.87</td>
<td>0.597</td>
<td>-2.79</td>
<td>5.68</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>12.8</td>
<td>8.04</td>
<td>4.00</td>
<td>0.822</td>
<td>-2.15</td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>15.3</td>
<td>10.5</td>
<td>6.74</td>
<td>3.68</td>
<td>0.836</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Percentage error for ν∞ calculated from the SPHC simulations for the cases a₀/λ = 0, γh, γl = (1.2, 1.3, ···, 1.6) when compared to the zero-order theory predictions. Values with high error (> 7%) are marked in red.
We found that when gamma heavy and gamma light are close, simulation agreement with the linear series is close- \(<7%\). Values with errors above these thresholds are marked in red. In particular, when $\gamma_l = \gamma_h$, the agreement is excellent, \(>99\%\).
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**Fig. 3** Plot of $v/\gamma_c$ for values of $\gamma_l$ (on the x axis) and $\gamma_h$ (coloured data points)

We found that if $\gamma_l$ and $\gamma_h$ are too different with $\gamma_h(l) \geq \gamma_l(h) + 2$ for $\gamma_l(h) = (1.2, 1.3)$ or $\gamma_h(l) \geq \gamma_l(h) + 3$ for $\gamma_l(h) = (1.4, 1.5, 1.6)$, the simulations don’t handle those situations well and the results are too inaccurate to make predictions and are excluded from further simulation analysis in this work. To the best of the author’s knowledge, this observation has not been made before, and may prove useful in the understanding of scenarios with varying adiabatic indexes.

<table>
<thead>
<tr>
<th>$\gamma_h$</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.432</td>
<td>0.426</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0.421</td>
<td>0.414</td>
<td>0.409</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>0.406</td>
<td>0.402</td>
<td>0.396</td>
<td>0.391</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.396</td>
<td>0.391</td>
<td>0.386</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>0.393</td>
<td>0.387</td>
<td>0.382</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2** Results for $v/\gamma_c$ for each value of $\gamma_l$ and $\gamma_h$ with $a_0/\lambda = 0$. Values with error \(>7\%\) are excluded.

**Table 2** shows the results for $v_\infty$, scaled by $c_l$ and $M$, the speed of sound in the light fluid and the Mach number, respectively. We see that the velocity of the background motion, $v_\infty$ is only a fraction of the shock velocity, ranging from \(\sim 20\%\) to \(\sim 40\%\).
3.2 Initial Amplitude Growth Rate for Perturbed Interface

3.2.1 Simulation Results

After the shock passes through the interface, the interface amplitude grows approximately linearly with time, as we see in Figure 2. When this value is calculated from the simulations, we scale it by the velocity of the bulk fluid, $v_\infty$, which is done to compare the interface growth rate to the background motion. This value $v_0/v_\infty$ quantifies the distribution of the energy imparted by the shock wave between the interfacial fluid and the bulk fluid ([Dell et al., 2015]).
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**Fig. 4** Plot of $v_0/v_\infty$ against $a_0/\lambda$ with an approximate curve fitted.

We ran simulations for $(M,A) = (5,0.8)$, $\gamma_l, \gamma_h = (1.2,1.3,\ldots,1.6)$, and $a_0/\lambda = (0,0.1,0.2,\ldots,1)$. Determining the interface amplitude growth-rate $v_0$ and bulk velocity $v_\infty$ from the simulations using the method as described in Section 2.2.2, we plot their ratio $v_0/v_\infty$ for each value of $a_0/\lambda$, displayed in Figure 4. A well-defined shape is formed, which increases linearly for early time, becomes non linear and eventually peaks and decreases for late time, asymptotically approaching 0. As in [Abarzhi et al., 2019]; [Dell et al., 2017], and [Dell et al., 2015], a function satisfying these criteria is

$$
\frac{v_0}{v_\infty} \cdot \frac{1}{A} = c_1 \cdot \frac{a_0}{\lambda} \cdot e^{-c_2 \cdot a_0}. \quad (3.2.1)
$$
This depends on the Atwood number and two constants, $c_1$ and $c_2$. Our objective is to ascertain how well the simulation data fits this curve and to find these constants to compare them with linear theory and to assess the accuracy of our simulations.

Letting $x = \frac{a_0}{\lambda}$ and $y = \frac{v_0}{v_\infty} \cdot \frac{1}{\lambda}$, we have

$$y = c_1 x e^{-c_2 x}.$$  \hspace{1cm} (3.2.2)

As we see in Figure 4, the curve follows the data closely.

Fig. 5 The combined calculated values of $\frac{v_0}{v_\infty}$ for all pairs of $\gamma_l$ and $\gamma_h$ linearised according to the proposed equation that describes their behaviour with a linear regression line fitted.

To determine the constants $c_1$ and $c_2$ of the equation of the curve and to quantify the strength of the relationship between the data and the curve, we rearrange Equation 3.2.2 to form a linear relationship so that a linear regression line can be fitted to the data:

$$y = c_1 x e^{-c_2 x}$$

$$\frac{y}{c_1 x} = e^{-c_2 x}$$

$$\ln\left(\frac{y}{c_1 x}\right) = -c_2 x$$

(3.2.3)

$$\ln\left(\frac{y}{x}\right) - \ln(c_1) = -c_2 x$$

$$\ln\left(\frac{y}{x}\right) = (-c_2)x + \ln c_1$$
Letting \( \hat{y} = \ln \left( \frac{\gamma}{\gamma_h} \right), m = -c_2, n = \ln(c_1) \), we have the linear relation
\[
\hat{y} = mx + n.
\] (3.2.4)

<table>
<thead>
<tr>
<th>( \gamma_l )</th>
<th>( c_1 )</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_h )</td>
<td>1.2</td>
<td>2.88</td>
<td>2.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>3.39</td>
<td>3.53</td>
<td>3.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>4.28</td>
<td>4.45</td>
<td>4.40</td>
<td>5.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>4.86</td>
<td>5.18</td>
<td>5.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>5.21</td>
<td>5.51</td>
<td>5.80</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \gamma_l )</th>
<th>( c_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_h )</td>
<td>1.2</td>
</tr>
<tr>
<td>1.3</td>
<td>2.78</td>
</tr>
<tr>
<td>1.4</td>
<td>3.40</td>
</tr>
<tr>
<td>1.5</td>
<td>3.67</td>
</tr>
<tr>
<td>1.6</td>
<td>3.82</td>
</tr>
</tbody>
</table>

Table 3 Values of \( c_1 \) and \( c_2 \) for each value of \( \gamma_l \) and \( \gamma_h \) in our parameter regime.

We plot \( \hat{y} \) against \( x \) for all chosen values of \( \gamma_l, \gamma_h \) (excluding those found to produce high errors) and for \( a_0/\lambda = (0.1, 0.2, \ldots, 1) \). The plot of all the values of \( \gamma_h \) and \( \gamma_l \) combined is shown in Figure 5, where the relationship can be seen to be strongly negative and linear. The value of \( c_1 \) is calculated by taking the exponential of the \( y \)-intercept of the linear regression line, \( m \), and \( c_2 \) is the negative of the slope of the line, \( n \), which follows from the setup of Equation 3.2.2. The values of \( c_1 \) and \( c_2 \) for each pair of \( \gamma_l, \gamma_h \) are calculated from the lines of best fit in Figure 5, and are shown in Table 3.

The plot of the results of the constants \( c_1 \) and \( c_2 \) is shown in Figure 6. These plots reveal some information about the variation in the constants with respect to \( \gamma_l \) and \( \gamma_h \). Both values of \( c_1 \) and \( c_2 \) have roughly the same shapes, but with \( c_1 > c_2 \). Higher values of \( \gamma_h \) produce higher values of \( c_1 \) and \( c_2 \). We see a linear increase in \( c_1 \) and \( c_2 \) for small \( \gamma_l \), which becomes slower than linear for higher values of \( \gamma_l \).

We found that if we ordered the adiabatic indexes from small \( \gamma_h \) and \( \gamma_l \) to large \( \gamma_h \) and \( \gamma_l \) in a “diagonal” fashion (shown in Figure 7), we notice a trend in the values of \( c_1 \) and \( c_2 \). They appear to increase in a linear fashion, which to the best of
the author’s knowledge has not been discussed before, and may benefit from future study.

![Graph](image)

**Fig. 7** Plot of the values of $c_1$ and $c_2$ for the ordered values of $\gamma_l$ and $\gamma_h$. The equation of the $c_1$ line is $y = 0.1539x + 2.8127$, and the equation of the $c_2$ line is $y = 0.0791x + 2.4754$

### 3.2.2 Comparison of Simulation Results with Linear Theory

For small $a_0/\lambda$, $a_0/\lambda \leq 0.1$, the initial growth rate $v_0$ linearly depends on $a_0$. Linear theory can predict this growth for these small amplitudes, as seen in **Figure 8** ([Dell et al., 2015]). We compare this linear theory with our simulation results. Restating our equation relating interface growth rate and initial perturbation amplitude, we have

$$\frac{1}{A} \cdot \frac{v_0}{v_{\infty}} = c_1 \cdot \frac{a_0}{\lambda} \cdot e^{-c_2 \cdot \frac{a_0}{\lambda}}. \quad (3.2.5)$$

The linear theory finds values of $v_0/(v_{\infty} \cdot a_0/\lambda)$ for small $a_0/\lambda$, so we choose the smallest initial amplitude, $a_0/\lambda = 0.1 \ll 1$. We rearrange Equation 3.2.5 to get

$$\left[ \frac{v_0}{v_{\infty} \cdot a_0} \right]_T = A \cdot c_1 \cdot e^{-0.1c_2}, \quad (3.2.6)$$

where $[\cdot]_T$ is the value obtained from the linear theory. The values of the theoretical $\left[ \frac{v_0}{v_{\infty} \cdot a_0} \right]_T$ are compared to the simulation data $A \cdot c_1 \cdot e^{-0.1c_2}$ in **Table 4**, as well as the percentage error. The simulation results are in good agreement with the theoretical values, with an average error of 4.68%. Only one of the fifteen cases
have an error of more than 10%, making this a very accurate prediction. In order to investigate the linear approximation more closely, we ran simulations over a finer increment of $\frac{a_0}{\lambda}$, increasing by 0.05 instead of 0.1, as displayed in Figure 8. The approximations for linear theory assume the perturbation amplitude to be very small, $ka_0 \ll 1$ or $a_0/\lambda < 0.05$, but we see that the approximation holds for larger amplitudes, up to $a_0/\lambda < 0.1$, which is a result consistent with previous studies ([Dell et al., 2017]; [Dell et al., 2015]).

![Figure 8 Plot showing values of $v_0/v_\infty$ from the simulations (blue), and the prediction from linear theory (orange). We see that linear theory only has predicting power for values of $a_0/\lambda \leq 0.1$.](image)

### 3.2.3 Maximum Interface Growth-Rate

Of interest in experiments is the amount of energy that can be deposited into the interface by the shock, which determines the amount of energy available for interfacial mixing, discussed in Section 3.3. The maximum scaled interface growth rate $v_0/v_\infty$ quantifies this amount, so is of interest in this study. We have found in Section 3.2.1 that the interface growth-rate is a non-monotone function of the initial perturbation amplitude, and is described by the relationship

$$\frac{v_0}{v_\infty} \cdot A = c_1 \frac{a_0}{\lambda} e^{-c_2 \frac{a_0}{\lambda}}.$$

(3.2.7)

Letting $x = \frac{a_0}{\lambda}$ and $y = \frac{a_0}{v_\infty} \cdot \frac{1}{A}$, we have
Table 4 Comparison of the values of $\frac{v_0}{v_\infty}$ from the linear theory and the simulation results, obtained using Equation 3.2.6.

$$y = c_1 x e^{-c_2 x}.$$ (3.2.8)

We find the maximum scaled interface growth rate $[\frac{v_0}{v_\infty}]_{\text{max}}$, from the data in Section 3.2.1. In order to find the $a_0/\lambda$ at this maximum, we find where the gradient of Equation 3.2.8 is zero,

$$y'(x) = c_1 e^{-c_2 x} - c_1 c_2 x e^{-c_2 x} = 0$$

$$0 = c_1 - c_1 c_2 x$$

$$x = \frac{1}{c_2}. \quad (3.2.9)$$

The results for the maximum growth rate and the value of $a_0/\lambda$ at which this maximum occurs are plotted in Figure 9. The plots range the adiabatic indexes from small $\gamma_l$ and $\gamma_h$ to large $\gamma_l$ and $\gamma_h$ in a “diagonal” fashion because it is easier and simpler to display the data in this way, and because we noticed a trend in the data when displayed in this fashion. This trend has not been discussed before, and may benefit from future study. The maximum growth rate hits a minimum at $(\gamma_l, \gamma_h) \approx (1.3, 1.4)$ before increasing in a linear fashion as $(\gamma_l, \gamma_h)$ ranges to $(1.6, 1.6)$. The amplitude $a_0/\lambda$ at which these occur decreases as $\gamma_l, \gamma_h$ increases. The value $v_0/v_\infty$ quantifies the fraction of energy imparted into the interface by the shock, and these results show that on average, $\sim 45\%$ of the bulk velocity is available for interfacial mixing. From Table 2 we know that at on average $\sim 30\%$ of the shock velocity is imparted into the bulk motion, meaning that on average, only $\sim 15\%$ of the shock velocity is
3.3 Discussion and Conclusion

In this study, through use of numerical simulations we have systematically studied the effect of a previously unconsidered regime of adiabatic indexes of the fluids on the early time dynamics of RMI, specifically the extent of the interfacial mixing. The key properties of the dynamics we have analysed are the velocity, growth-rate, and curvature of the interface. Our regime included the Mach and Atwood numbers, \((M, A) = (5, 0.8)\), a range of adiabatic indexes \(\gamma_l, \gamma_h = (1.2, 1.3, \cdots, 1.6)\) and a range of initial perturbations from 0% to 100% of the wavelength. In this regime, the simulations are repeatable and qualitatively similar, and we found good quantitative and qualitative agreement between the simulation results and the theory, demonstrating the accuracy at which SPHC simulations are able to capture small scale dynamics embedded within large scale dynamics in extreme and challenging situations.

In order to find the appropriate scale for the amount of energy deposited into the interface by the shock, we obtained the velocity of the background motion. In experiments, the background motion makes reliable diagnostics of RMI challenging because flow measurements must be taken from a quickly moving interface. Numerical simulations have the ability to scale the dynamics by the bulk velocity via the use of a Galilean transformation to a moving frame of reference. In order to scale our results, we obtained the bulk velocity \(v_\infty\) in Section 3.1, and we found that the more challenging cases for the simulations to model occur when the adiabatic indexes of the two fluids are further apart (Table 1), which to the best of the author’s knowledge is the first time this observation has been made. To ensure our results were reliable, we removed the cases that were challenging for our simulations to model accurately from consideration.
In order to quantify the amount of energy deposited into the interface by the shock, we found the initial growth rate of the interface $v_0$, and scaled it by the velocity of the background motion $v_\infty$. The speed at which the interface spreads out indicates how much energy the interface received from the initial shock. We found that the initial growth rate is a non-monotone function of the initial perturbation amplitude, and that this relationship is insensitive to the adiabatic indexes of the fluids (Figure 4). For each pair of adiabatic indexes, we found the maximum values of the growth-rate scaled by the background motion, $v_0/v_\infty$, and at which values of $a_0/\lambda$ this occurred. We found that this maximum changes with $\gamma_l$ and $\gamma_h$ (Figure 9).

We found that on average, only $\sim 15\%$ of the shock velocity is transferred to the growth of the interface, indicating that only a fraction of the energy from the shock is deposited into the interface and is hence available for interfacial mixing. We compared our simulation results to linear theory, and found the average error to be less than $5\%$ for the bulk velocity (Table 1) and the interface growth-rate (Table 4). This indicates that the SPHC simulations can handle small scale dynamics embedded in large scale dynamics with high accuracy.

Our results provide good benchmarks for further studies and experiments and open up further avenues of investigation for non-ideal adiabatic indexes. Our results also have implications for hydrodynamic instabilities and mixing in inertial confinement fusion (ICF). To achieve ICF ignition, the ability to avoid or control the Richtmyer-Meshkov instability that forms during the implosion process is necessary ([Lindl et al., 2004]). One method is to fully suppress the development of RMI, which is based on traditional scenarios of RMI that suggest that the development of RMI may produce uncontrolled growth of small-scale imperfections and lead to disordered mixing that is similar to canonical turbulence ([Dimonte et al., 2004]). However, research conducted in studies like this through simulations and theoretical analysis suggests that the interfacial mixing may keep a significant degree of order, shown by the ability to accurately predict the evolution of the interface through theoretical analysis. These findings suggest that the dynamics can be controlled through the initial perturbation, so that turbulent mixing may be prevented without having to completely suppress RMI, which may be easier to implement ([Dell et al., 2015]; [Anisimov et al., 2013]; [Abarzhi, 2010]; [Demskoi et al., 2006]). This study also suggests there is reason to have confidence in the ability of the numerical simulations produced by SPHC in accurately capturing small scale dynamics embedded in large scale structures despite its difficulty.
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